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1.0 Introduction

Numerical models provide most of the foundation

of synoptic scale weather predictions produced by large weather

forecasting and data centers. It is therefore evident that the

quality and accuracy of environmental forecasts are dependent

4pon the quality and accuracy of the numerical simulations of

the atmosphere. Many studies have been conducted for the pur-

pose of examining the accuracy of numerical model simulations.

The great majority of model verification studies are aimed at

the synoptic scale event and usually single out a specific case

study of some weather situation. Also most verification studies

involve two sets of examination. One set is usually based on

statistical measures such as a root mean square error (RMSE),

correlation or other commonly used scores (eg. threat score,

S1 score, etc.) The second set can involve more complex analysis

such as spectrum analysis, diagnostic studies and other tools

which are generally more complex and costly than simple

statistical measures.-

There are two types of errors which may occur

in a forecasting system. These are systematic errors and random

errors. Systematic errors can be examined and analyzed with

respect to their sources. Examples would be errors due to grid

spacing or errors due to the finite differencing formulations.

For instance, finite difference approximations to the differen-

tial equations used to simulate the atmosphere can cause phase
speed errors of shorter wavelength waves in the atmospheric
simulations. Random errors, however, cannot be examined in

relation to their sources. We can define random errors as

being associated with the stochastic nature of the atmosphere.

We can also classify random errors an errors associated with
scales of motion smaller than the resolvable s6ales the study or

* model is concerned with.

Most verification methodologies or schemes
commonly utilized for studies of model accuracy are hindered
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by their inability to distinguish between the systematic errors

and random errors within the simulated data field. It is there-

fore necessary to try and eliminate the random errors. Based

on the above classification of random errors, they may be

eliminated by time averaging over a certain data period.

However the identification of a data period which sufficiently

smoothes random errors but not systematic errors is not easy.

This report documents a methodology, which is

based on statistical methods and can identify the data period

which identifies the time scales over which systematic errors

occur but random errors are sufficiently smoothed.

The resultant time scales shall define error

patterns which are truly systematic and not smoothed fields

of rapidly varying random errors.

1.1 Objectives

The primary objective of this study is to define

a data period which may be averaged to sufficiently smooth

random errors in a numerical forecast.

Certain characteristic error patterns between

forecasts and verifying analysis of specific synoptic features

which are based upon various time scales are produced. Error

characteristics are highlighted for the longer term, climato-

logical period, and shorter time periods obtained by randomly

grouping forecasts and analyses respectively. Three resultant

cases are possible.

If error characteristics, defined as the spatial

variation in differences between forecast and verifying

analysis values and the amplitude of these values, are uniform

over all time scales (e.g. climatological and shorter periods)

we conclude that the errors are truly systematic and not

smoothed random errors.
Another possibility may be that error character-

istics are uniform for all but, say, the shorter time scales

of 1-3 days. This indicates that it meybe necessary to average
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data for periods longer than 3 days (or cases) in order to

insure that the random error components are sufficiently

smoothed, enabling an investigation of the systematic error

components using other widely used verification techniques.

The final case would be where error character-

istics for all time scales are not uniform. This would indicate

that the error associated with the particular scale is not

systematic but rather random and could not be examined using

conventional verification techniques.

This report defines the statistical procedure

which may be used to define the appropriate time scale. Results

of test applications of the procedure are presented as an aid

in highlighting the specific details of the methodology. Data

I was gathered from the Fleet Numerical Oceanography Center's

(FNOC) Primitive Equation Model. No significant attempt is

made to interpret the results in terms of this particular model.
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2.0 Time Scale Methodology

The statistical methodology is aimed at defining

error patterns for different time scales. The time scales

shall range from the long term or *climatological" scale down
to an average of 3 fields. Comparisons between error patterns

of different groups and the actual error patterns are based

upon objective statistical measures.

2.1 Data

This study deals with synoptic scale weather

events. For this purpose and for test applications the

Shanghai Low synoptic event was chosen. This was chosen because
it is a well observed case of cyclogenesis plus there have been

well documented errors which pertain to the synoptic situation.

A general application of this technique could utilize data

pertaining to general synoptic scale situations.

Grid point data was obtained from the climatolo-
gical data base at FNOC. The 24, 48 and 72 hour 1000 MB forecasts

and verifying analyses were obtained for 30 identified cases of

the Shanghai Low. The cases were chosen from the time periods
January through March of 1978 and December, 1979 through March

1980. The well defined and sometimes explosive cyclogenesis

common to the China coast during the winter months provide a

well suited data set for an application of this type of method-

ology.
Shanghai Lows were identified as closed systems

which formed and intensified between 11OE and 150E longitude

and 20N and 50N latitude. All cases were initially chosen on

either a OOZ or 12Z time boundary.

Data fields were chosen for the following

quantities and time periods for any specific case:
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Time rields Chosen

time of formation current analysis 24,48,72 hour
forecasts

12 hours later current analysis 24,48,72 hour
forecasts

24 hours later current analysis 24,48 hour
forecasts

36 hours later current analysis

48 hours later current analysis

60 hours later current analysis

72 hours later current analysis

84 hours later current analysis

For the 24, 48 and 72 hour forecasts two time

periods are available for each case. These are identified as

the initial 12 hour period and the second 12 hour period.

Classification of the data in this manner may give a better

sequence of error characteristics associated with the initial

cyclogenesis process.

2.2 Analysis

The data set is analyzed for each category,

consisting of a forecast interval(eg. 24,48 or 72 hrs.) and

time period(eg. initial 12 hrs. or second 12 hrs.): respectively.

The initial analysis involves the averaging of

all cases contained in each category defined above and thereby

producing an averaged forecast and analysis field composed

of a unique number of cases for each time period respectively. We

define these fields as the "climatological" forecast and

analysis for our system. The 24, 48 and 72 hour *climatological"

forecast and analysis, likewise defines the "climatological*

error for the chosen synoptic event.

The error patterns for the climatological group

can be identified by simply differencing the resulting averagedK forecast and verifying analysis fields. However a single
difference field provides no information as to the significance

Of the error. If the chosen synoptic event or data region
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includes an area which has a high natural variance, the

difference field will be "biased" by the domination of the

variable area. For example if a chosen analysis region should

include the area around the mean position of the Aleution Low,

an area that has a high degree of variability, verification

maps could be dominated by large differences in this region.

to avoid this bias and determine where the significantly

different errors occur the following statistical analysis was

carried out.

For this application, a two tailed Student's t

test was performed upon each grid point of the difference map.

The t test is based upon the assumption of independent random

samples from two populations which have the same variance.

The t statistic is computed by defining at every

grid point within the analysis domain, nf to be the number of-4
values to compute the averaged forecast value and na defines the

number of values used to obtain an average analysis value.
Therefore na and nf are simply the number of cases within the

group (eg. all cases for the climatological group). The
averaged forecast and analysis values at all grid points can

simply be defined as;

X = xij. nf ,forecast of k cases;
f k i I ,Jc

X =E x i j k/ na ,analysis of k cases.
ak I

The sample variances are computes for all grid points of each

field as;

2 f- 1., Zk f) , forecast;

S2 1 (ij ,a analysis.
a na1i,~a

The actual t value at each point is defined as;

t 'a for all grid points.
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where
(n -1)S 2+ (n-S2

2 a a (f f

n a +f - 2

Contours of the t values can therefore provide error patterns

which illustrate those analysis minus forecast differences

wehich have been objectively determined to be significant.

We have aiow defined a long term mean error

pattern for our chosen synoptic scale. We define this mean

error as being our systematic error which has all smaller scale,

rapidly fluctuating errors "filtered" out by the averaging

process. Of course the mean error pattern should be examined

in terms of the physical reality of the pattern.

The objective minimum data period can then be

determined by comparing shorter term error patterns with this

mean pattern. Any shorter term or time scale error patterns

which do not resemble or contain the mean error pattern

characteristics may be defined as containing more random

fluctuations than systematic signal.

1-W The shorter term error patterns shall be defined

by dividing the longer term, mean groups which defined our

climatology pattern into smaller samples. The number of shorter

term groups and the composition of each group is determined

randomly. Random numbers shall be chosen to determine how many

cases shall be included within each group. In order to insure

a similar distribution of cases within each group another form

of the t test shall be applied to evaluate the hypothesis that

the mean of each group is not significantly different from the

climatology mean. This will insure that no group is biased

by the extreme or rare event.

The t test for this application is set up

somewhat differently than the formulation described above.

We define the mean of the climatological forecast field, say,

as! computed as;
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where ij are the grid points wtthin the analysis domain,

totalling N. The mean of the forecast fields for shorter
term groups is computed in a similar manner and defined as

Y. Again N is the total number of grid points within the
domain. The sample variance is computed for the shorter term

group field as

=n ifL...L.(i 
-

The t value is then defined as;

t= S//N ' for group k.

This t value can be used to determine whether the shorter term
group forecast and analysis fields are being effected by

unusual case. Therefore the short term group is similar in

amplitude to the climatological field.

Error patterns are computed, using the two
tailed t evaluation for each shorter term group. As an example
we may have, say, 20 cases of a 72 hour forecast and verifying
analysis which may be averaged to form our *climatological*

error pattern. Randomization may produce a set of short term
groups distributed, say, as follows:

• group 1 3 cases;

group 2 6 cases;

group 3 11 cases;
The hypothesis tests have also concluded that the amplitude of

the mean of each group is similar. If the hypothesis is
rejected the case may be re-randomized until all groups are
similar.

The remaining task is to compare error patterns
between all short term groups and the climatological group.
This is accomplished by subjectively comparing the error
patterns and by applying a variation of the pattern recognition

techniques outlined by Somerville(1977).

Before detailing the comparison analysis it is

better to define the remaining procedural concepts. As stated
in Section 1 there are three possible cases which may exist
at this stage of the analysis. These are illustrated using

* 1 8 __ _ _ __ __ __ _ _



the example of the 3 groups above.

Case I

Case I maybe defined when the resultant error

patterns of the mean group and shorter term groups are defined

-to be similar. This would occur, say, if group 1, above which
is constructed of 3 cases contains the same error pattern and
centers existing in the mean group. Also group 2 (6 cases)

and group 3 (11 cases) are also similar to the mean group.

To verify that the error pattern of group 1

(3 cases) was not obtained purely by chance, a number of groups

containing 3 cases will randomly be constructed and the error

patterns computed. This procedure is carried out on the

shortest time scale which shows systematic error patterns.

For example if 10 random 3 case groups are constructed we need,

say 9p or 90% of the groups to have similar patterns to the

original 3 case group. If this occurs we would accept the

original 3 case group and conclude that our shortest term

average contains systematic error components. This suggests for

the chosen synoptic event the systematic error signal is very
strong and no smoothing or averaging of random components may

be needed.

*1 Case II

Case II is defined when error characteristics

are uniform for all but, say, the shorter time scales. For

example, it may occur that the 11 case group and climatological

group error patterns are similar but the 6 case group and 3

case group are not similar to the mean pattern. This would

indicate that, perhaps the average of 6 cases is not sufficient

to filter out smaller scale random errors. This would be

verified by forming a number of 6 case groups to verify the

initial 6 case error pattern.

Because the 6 case group does not match the

mean error pattern and the 11 case group does, it may be

9



possible that the optimum data period be between these two

groups. Therefore, randomized 7 case, 8 case, 9 case and 10

case groups are constructed. Error patterns for these groups

are computed to be compared with the 11 case and mean group.

This will determine the final data period necessary for

filtering out random errors. It may happen that the 9 case

group matches the mean error but the 8 case does not. There-

fore the 8 case error pattern would be subjected to the random-

ization verification test. If a sufficiently large number of

random 8 case groups are similar to the original and not

matching the 9 case, 11 case or mean groups we conclude that

at least 9 cases must be averaged to sufficiently show system-

atic errors. If the randomization test does not satisfactorily

verify the 8 case pattern the process would be repeated.

Case III

Case III exists when no shorter term groups

match the long term mean group. In the event of this situation

a number of items may be concluded. It may be that the chosen

synoptic event or data fields are not well defined in the

beginning, containing many scales of motion. In this case,

this particular analysis may not be able to sufficiently smooth

any one scale. If the synoptic event is well defined and the

- data has been checked we may conclude that for this particular
situation it is impossible to filter out random error components.

This would imply that any verification studies using the model

and synoptic event may require more use of unconventional
methods

We may now return to the methods of comparing

the resultant error patterns for the various groups. The

easiest way and most straight forward approach is to simply

subjectively compare the patterns. This is very adequate

when patterns are significantly different as often occurs.

Another comparison approach which is utilized

here is a limited application of the Pattern Recognition

10
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techniques outlined by Somerville(1977). The technique is

applied as a tool for reduction of the dimension of the

resultant error patterns. The error patterns which are computed

t values may be defined as

T = f(x,y,z,tau,g)

where x,y are the horizontal space dimensions

z is the vertical level
tau is the time or forecast interval

g is the group number

We can set the following

tau = n/&tau
x = j'Ax

y = iAy

Therefore for a given time forecast interval, and height

(pressure level) we have

T = f(i,j,g)

We caA therefore produce a pattern matrix defined as the maximum

and minimum centers (defined as i, j coordinates) for a

specific group, (g). The various pattern matricies may be

superimposed into one final matrix containing i,j coordinates

for maximum and minimum error centers for various groups of a

given forecast and height. This allows definition of features

or error centers which are common to groups or not common to

groups. The final step is to decide upon a tolerance where a

feature or error center may be, geographically lined up

between the mean group and the shorter groups. This tolerance

was chosen to be the contours of the significant t values of

the mean pattern. This allows comparisons between groups and

an indication as to how error centers compare for various time

scales.

2.3 Analysis Summary

The analysis is summarized as follows:

i) A specific synoptic event is chosen for

analysis;

.1 11



ii) A model and verification analysis climatology

is calculated;

iii) Individual cases are randomly grouped such

that the number of groups and the number of

cases per group varies;

iv) The distribution of case between groups is

objectively analyzed to insure no group is

biased by a case or extreme event;

v) Error patterns are calculated for all groups

using standard differences and a two tailed

t analysis;

vi) Spatial error patterns are subjectively

compared and analyzed using a limited

application of pattern recognition concepts.

*1I
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3.0 Application

This procedure was applied, in full, to a

verification of the Shanghai Low synoptic event. 30 cases were

chosen over the winters of'1977-1978 and 1979-1980. 24 and 72

hiour forecasts were analyzed using the methodology described

In Section 2.

24 Hour Forecast

The 24 hour forecast gathered for the analysis

were divided into 2 time periods. Period 1 consists of 24 hour

forecasts made on the time the storm was initially chosen as

an event. The second period is 12 hours later than period 1.

It is recommended to stratify the data in this manner, giving

possible indications of how a model might handle the initial

cyclogenesis of the event.

The initial period analysis is described here.

The purpose of the application was to illustrate and test the

analysis technique, not to determine or document any errors

within the model.

The original 30 cases were randomly distributed

into groups two times. The following groups resulted:

1) 3 cases;

2) 4 cases;

3) 7 cases;

4) 8 cases;

5) 11 cases

Figure I illustrates the averaged forecast and

verifying analysis for each group including the average of all

30 cases or mean group. Figure 2 illustrates the error pattern,

constructed of t values, for the mean group. Figure 3 shows

the resultant error patterns for the remaining shorter term

groups. The t maps were constructed from a difference of

analysis minus forecast. Therefore negative values are associa-
ted with analysis pressures which are lower than the forecast

13
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values. The significance of the t values are presented in the

figures.

Before these final groups were chosen, the t

analysis used to insure that no group was biased was carried

out.

Figure 2 shows a relatively smooth error pattern

over the main region of interest. Noisy patterns over the Asian

Continent have no relevance here. It should be noted that

the great majority of Shanghai Lows form as a wave on the polar

front which usually intersects the China coast between 25-30 N

latitude. The mean error pattern is dominated by two centers

of significant negative errors (analysis lower than forecast).

The errors are concentrated over the Sea of Japan and the

Pacific Ocean extending southeastward from Japan. The third

dominant feature, though less significant, is a center of

positive error in the region where the events climatologically

form.. A possible interpretation of this error pattern would

be at 24 hours the model tends to predict lower pressures in

the general region of initial cyclogenesis rather than move the

storm along. The large centers of negative error occur in

regions where a storm of this type would climatologically

travel. However the model has tended to over predict the

deepening of the storm in the area of initial formation and

under predict the propagation and movement of the storm for the

24 hour period. Notice that the error pattern of figure 2

contains only the 3 described significant error centers pro-

viding a smoothed error pattern within the region of interest.

The noisy patterns discussed around the region are not nearly

significant as the three described areas.

We may now turn to the randomized qroups shown

in figure 3. Figure 3a contains the 3 case error pattern.

This pattern is very disorganized. There are numerous error

centers which exhibit some statistical significance. The

three main centers described in relation to Figure 1 are

barely discernable. This pattern clearly represents a case

where the smaller scale random fluctuations are very much

23
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present in the error field. it would be very difficult

to obtain a clear understanding of an error pattern such as

this, which was simply obtained in Figure 2.

Figure 3b(4. cases) exhibits a smoother pattern

than figure 3a.. However there are still a rather large number

of statistically significant error centers dispersed through-

but the region of interest. The distribution of positive and

negative errors is more uniform than observed in figure 3a,

however.
Figure 3c(7 cases) is beginning to resemble

the mean case. The main error centers are very visible and

significant centers. The main difference is that the larger

number of significant centers are clustered within the areas

described in relation to f igure 2.
An inspection of figures 3c and 3d shows that

at 8 and 11 cases, the error patterns closely resemble the long

term mean error centers. The three main centers are easily

discernable however the significance of the positive error

near the South China coast has been further reduced.

Figure 4 illustrates the application of the

*pattern recognition technique showing maximum and minimum centers

of the t analyses (figures 2,3b,3c and 3d) plus the 99%

significance contour for the long term mean(figure 2). The

purpose of the pattern recognition application is to measure how

well error centers coincide between the long term and shorter

term groups. The figure is constructed by first taking the t

analysis of figure 2 and defining the significant error centers

only. The domain of the analysis was reduced to avoid the

noisy area over the asian continent. Therefore, lookinci at

figure 2, we see two centers of significant differences. Both

of these centers are negative and extend southeastward from

Japan. These centers are marked by the i,j grid point, (x,

and the data value to the right of the point on figure 4.

An inspection of figure 3b shows numerous error

centers within the analysis domain. These centers are also

24



marked on figure 4 by the i,j grid point, (x), and the data

value is placed above the point. We see in figure 4 that one

error center of figure 3b coincides exactly with the error

center of figure 2 while another center of figure 3b is contained

within the 99% significance contour of figure 2. However there

--are numerous other error centers of figure 3b which are

dispersed randomly throughout the analysis domain.

The same procedure is followed, using figures

3c and 3d respectively. The error centers, defined by low and

high symbols on the t analyses of figures 3c and 3d are

marked on figure 4. Figure 3c, containing 7 cases, error

centers are plotted to the left of the i,j grid point on

figure 4 while figure 3d, containing 8 cases, error centers

are plotted beneath the i,j grid point.

An inspection of figure 4 shows that one 7 case

error center coincides with the long term or climatological

error center(defined in figure 2) of 3.3.6. However, similarily

to the 4 case group(figure 3b) there are numerous other error

centers which seem to be randomly dispersed throughout the

region of interest. Two 8 case(figure3d) centers coincide with

the long term centers(figure 2) with only one 8 case error center

lying away from the centers defind by the climatological error

pattern of figure 2.

This analysis points out groups which have

similar error patterns or error centers with the long term

or climatological error pattern. Error centers of the short

term groups are said to coincide with the long term groups
when they lie within the 99% significance contour defined by

the t statistic of the climatological error pattern.

Based on the above analysis we would conclude

that at 8 cases the random fluctuations are sufficiently

smoothed. This allows a clear identification of the true

error pattern associated with the chosen synoptic event.

Therefore we would define 7 cases as the cut off value for
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which we would want to verify the pattern by randomly

computing a number of 7 case groups. when we perform this

function we are trying to identify significant error centers

which are not correspondiftg to the long term group in the Sea

of Japan and the Pacific Ocean extending southeastward from

-Japan. Ten randomly ch )sen 7 case groups were constructed

All cases were part of the original 30 cases. Inspection of

the random groups shows that all groups contain a sporadic

number of error centers in the negative region of the North

Pacific Ocean. This validates the original 7 case pattern and

the 8 case group as the minimum data period for averaging cases

together to sufficiently smooth out random fluctuations.

72 Hour Forecast

The 72 hour forecast cases were stratified by

time in the same manner as the 24 hour forecasts. The following

smaller term random groups were constructed.

1) 3 cases;
2) 4 cases;

3) 5 cases;

4) 7 cases;

.15) 8 cases;

6) 11 cases

The respective forecast arnd analysis fields are

shown in figure 5. Figure 6 shows the error pattern (t values)

for the long term mean group of the initial time period cases.
There are 30 cases in all.

The error pattern of figure 6 is dominated by

~ t 2 large cells. Positive errors (forecast values greater than

analysis values) are dominant in the East China Sea similar

to the 24 hour case of figure 2. The error center of this

region is much more significant however. The second large

error center covers the Pacific Ocean, east of Japan and

extend. northward towards the Kamchatka Peninsula and westward

into the Sea of Japan. Again this pattern is quite smooth and
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well defined within the region of interest. The error pattern

seems to imply the same physical interpretation assigned to the

24 hour pattern. The model is tending to deepen the storms or

generally forecast lower pressures than found within the

climatological area of formation. The model also tends to

under predict the lowering of pressures in the northern area

of the region indicating an error in storm movement and develop-

ment. These are the basic features also found on the 24 hour

chart, however the statistical significance is much larger

implying an amplification of the error.

Figure 7 shows the error patterns for the

remaining short ternm groups. The 3 case and 4 case groups

(figures 7a and 7b) exhibit similar patterns. The patterns

are quite noisy and contain many significant error centers.

Little similarity is found between these patterns and that of

figure 6. The remaining patterns all exhibit a high degree

of similarity with the-long term mean group of figure 6.
The patterns are relatively smooth and contain centers
comparable to the mean group.

Figure 8 shows the pattern recognition chart of

* maximum and minimum centers for the 4, 7 and 11 case groups

together with the mean group. This analysis provides the

ability to determine which error centers line up with those of

the long term group.

The above analysis points out that the 5 case

group sufficiently smoothes the smaller scale random errors

and provides a relatively smooth systematic error pattern.

The randomization of 10 4 case groups was carried out as

~ I described in relation to the 24 hour analysis. The randomly
determined groups based no resemblance to the longer term
groups, thus validating the original 4 case group. This enables

* I the conclusion that an average of 5 cases is sufficient to
reduce the random error components of the synoptic prediction
system.

* I These two applications are provided to illustrate

the analysis procedure. The same analysis was applied to the
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second time periods of the 24 and 72 hour forecasts of the

Shanghai Low with similar results. A limited analysis was also
applied to the Cape Hatteras Low synoptic event.

0t
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4.0 Concluding Comments

This report has documented a statistical pro-

cedure which may be used to determine a minimum data period

which may be used to average out smaller scale random errors

from a field of numerical model weather forecasts. The

procedure could be applied for a specific synoptic scale event

or sequence of events. For this report, the procedure was

applied to a Primitive Equation model's forecast of the

Shanghai Low. The procedure would be applied before a more

thorough and sophisticated verification analysis or system was

to be applied to a numerical forecasting system. This is

necessary since many verification methods can not discriminate

between systematic or random errors. An application of this

methodology may insure that the verification of the numerical
model is truly analyzing systematic errors.

One important point which needs to be addressed

is the dependency of the results upon the numerical model

being-used. It cannot be assumed that results obtained for

this study would apply to another numerical model. A main

advantage of this technique is it is relatively simple and

inexpensive to implement. Also it needs to be applied only

once.

Results obtained for the application documented

here seem reasonable in the statistical and physical sense.

The m~ean error patterns for the 24 and 72 hour forecasts are

similar with the 72 hour forecasts more significant. This

Indicates an amplification of errors as the forecast period is
extended.

The minimum data period determined necessary
for smoothing out the random errors decreased from the 24 hour
to the 72 hour forecasts. This is an indication that the
shorter time period forecasts may be generally more noisy in
terms of extreme values and gradient.

In sunmary the described analysis can be used

to eliminate random errors from synoptic scale data fields
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produced from a numerical model forecast. The test applications

of the technique has provided reasonable results. The technique

could be re-applied to other models before undertaking an

extensive verification analysis.

.' I
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